Insulin Resistance Syndrome Predicts the Risk of Coronary Heart Disease and Stroke in Healthy Middle-Aged Men
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Abstract—The interpretation of conventional multivariate analyses concerning the relation of insulin to the risk of atherosclerotic disease is complex because of correlations of insulin with other risk factors. Therefore, we applied factor analysis to study the clustering of risk factors in the baseline data of the Helsinki Policemen Study (970 healthy men aged 34 to 64 years) and investigated whether these clusterings predict coronary heart disease (CHD) and stroke risk. Areas under the glucose and insulin response curves (AUC glucose and AUC insulin) were used to reflect glucose and insulin levels during oral glucose tolerance tests. During the 22-year follow-up, 164 men had a CHD event, and 70 men had a stroke. Factor analysis of 10 risk factor variables produced 3 underlying factors: insulin resistance factor (comprising body mass index, subscapular skinfold, AUC insulin, AUC glucose, maximal O2 uptake, mean blood pressure, and triglycerides), lipid factor (cholesterol and triglycerides), and lifestyle factor (physical activity and smoking). In multivariate Cox models, the age-adjusted hazard ratio for insulin resistance factor during the 22-year follow-up was 1.28 (95% CI 1.10 to 1.50) with regard to CHD risk and 1.64 (95% CI 1.29 to 2.08) with regard to stroke risk. Lipid factor predicted the risk of CHD but not that of stroke, and lifestyle factor predicted a reduced CHD risk. Factor analysis including only 6 risk factor variables proposed to be central components of insulin resistance syndrome (body mass index, subscapular skinfold, AUC insulin, AUC glucose, mean blood pressure, and triglycerides) produced only a single insulin resistance factor that predicted the risk of CHD and stroke independently of other risk factors. (Arterioscler Thromb Vasc Biol. 2000;20:538-544.)
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The association of hyperinsulinemia with the risk of coronary heart disease (CHD) has been demonstrated in several, but not in all, prospective studies. Some prospective studies have also shown an association between hyperinsulinemia and the risk of stroke. However, the results of those prospective studies that have shown a positive association between insulin and the risk of CHD and stroke have varied with regard to the outcome of multivariate analyses, with some studies finding and other studies not finding insulin to predict the risk independently of other cardiovascular risk factors.

Two main mechanisms have been proposed to explain the association of hyperinsulinemia with atherosclerotic vascular disease: (1) a direct effect of insulin on the arterial wall and (2) an effect mediated through a clustering of several other risk factors with hyperinsulinemia. In 1988, Reaven introduced the concept of syndrome X, which was later named insulin resistance syndrome (IRS) or metabolic syndrome. According to this concept, the underlying factor is the resistance of peripheral tissues, mainly skeletal muscle, to insulin-mediated glucose disposal, leading to hyperinsulinemia. Other risk factors clustering with insulin resistance and hyperinsulinemia include impaired glucose tolerance, elevated triglycerides, decreased HDL cholesterol, elevated blood pressure, and obesity and its central distribution. There is still debate involving the definition of IRS, and several new components have been suggested, such as increased levels of plasminogen activator inhibitor-1, fibrinogen, factor VII, and uric acid. Some investigators have even questioned the existence of a distinct IRS.

There is some evidence from cell biology and experimental research supporting the direct effect of insulin on atherosclerosis, but the current balance of evidence gives more support to the view that the association of hyperinsulinemia with atherosclerotic vascular diseases is mediated through the clustering of other cardiovascular risk factors with hyperinsulinemia and the underlying insulin resistance.

In the 22-year follow-up of the Helsinki Policemen Study, hyperinsulinemia was found to predict the risk of CHD independently of other risk factors, whereas the positive association between hyperinsulinemia and the risk of stroke became nonsignificant after adjustment for other risk factors. Because of problems in the interpretation of conventional multivariate analyses including several closely correlated risk factors.
factor variables, it was not possible to decide whether the difference in our results with regard to the role of hyperinsulinemia as a predictor of CHD and stroke was real or only apparent. Factor analysis provides a method for investigating interrelated variables and reducing them to a smaller number of uncorrelated composite variables. Therefore, we applied factor analysis for the investigation of the clustering of cardiovascular risk factors, particularly those proposed to belong to IRS, in the baseline data of the Helsinki Policemen Study and examined whether these clusterings predicted the risk of CHD and stroke during the 22-year follow-up.

Methods

Study Population
The present study is based on a cohort of 970 men aged 34 to 64 years (median 48 years) who were free of CHD and cerebrovascular disease, other cardiovascular disease, and diabetes when they participated in the second examination of the Helsinki Policemen Study in 1971 to 1972. The formation of the study population, the study protocol, and the diagnostic criteria for prevalent CHD, cerebrovascular disease, and other cardiovascular disease at the baseline examination in 1971 to 1972 have been described in detail previously.2,5 Diabetes was considered to be present if the subject had previously diagnosed diabetes or if the fasting blood glucose was ≥6.7 mmol/L or the 2-hour blood glucose in oral glucose tolerance test (OGTT) was ≥10.0 mmol/L.16

Assessment of Risk Factors at Baseline Examination
Weight and height were measured with subjects in light clothing without shoes. Body mass index (BMI) was calculated as weight (kilograms)/height (meters) squared. Subscapular and triceps skinfold thicknesses were measured with the Harpenden caliper (John Bull, British Indicators). BMI was used as an index of the degree of overall obesity, and subscapular skinfold thickness was used as an index of upper-body obesity.

Seated blood pressure was measured on the right arm twice at the interval of 5 minutes with a mercury sphygmomanometer, and the averages of 2 measurements of systolic and diastolic blood pressure were used in data analyses. Mean blood pressure was calculated from the formula ($2 \times$ diastolic) + systolic)/3. Hypertension was considered to be present when the systolic blood pressure was ≥160 mm Hg and/or diastolic blood pressure was ≥90 mm Hg or if the subject was receiving drug treatment for hypertension. Only 29 men used antihypertensive drugs at baseline; 23 of them took diuretics.

Smoking history was considered in the data analyses by use of a dichotomous classification: current nonsmokers (those who never smoked and exsmokers) versus current smokers. Leisure time physical activity was assessed by use of a questionnaire modified from the British Indicators. Physical activity was dichotomous: current nonsmokers (those who never smoked and exsmokers) versus current smokers. Leisure time physical activity was assessed by use of a questionnaire modified from the British Indicators. Physical activity was dichotomous: current nonsmokers (those who never smoked and exsmokers) versus current smokers.

OGTT and collection of blood samples for other biochemical measurements were performed between 8 and 10 AM after a minimum of a 12-hour fast. The glucose dose used in the OGTT was determined by the "coated charcoal" radioimmunological assay described by Herbert et al.20 The area under the blood glucose response curve (AUC glucose) was calculated from the fasting, 1-hour, and 2-hour blood glucose concentrations with the trapezoid rule. Similarly, the area under the plasma insulin response curve (AUC insulin) was calculated from fasting, 1-hour, and 2-hour insulin concentrations. Plasma total cholesterol was determined by the method of Abell et al.21 and plasma total triglycerides were determined by the method of Börjöken.22

Confounder World Health Organization16 and American Diabetes Association23 criteria (fasting blood glucose <5.6 mmol/L and 2-hour blood glucose <6.7 mmol/L) were used for the definition of strictly normoglycemic men.

Collection of Follow-Up Data
The follow-up lasted until January 1, 1994, from the date of the 1971 to 1972 examination for each study subject. The median follow-up time for those surviving over the whole follow-up period was 22.3 years (range 21.9 to 22.9 years). Information on the vital status of all men and copies of death certificates of all deceased men were obtained from the national Cause-of-Death Register (Statistics Finland). Data on the final classification of causes of death, in addition to the review of death certificates, hospital records and autopsy reports, were also used, if available. Autopsy was performed in 142 (51.4%) of the 276 instances of death. The underlying cause of death was coded by one of the authors (M.P.), who used the International Classification of Diseases, Ninth Revision (ICD-9). ICD-9 codes 410 through 414 formed the CHD death category. With regard to the stroke death category, subarachnoid hemorrhage was not included as an end point; therefore, death from stroke included ICD-9 codes 431 through 434 and 436.

For the ascertainment of hospital-verified myocardial infarctions (MIs) and strokes occurring during the follow-up, we obtained from the computerized national hospital Discharge Register information on hospitalizations of all men belonging to the study cohort over the period ranging from January 1, 1971, to January 1, 1994. From this register, we identified hospitalizations for acute CHD events with ICD codes 410 through 413 and for acute cerebrovascular disease events with ICD codes 431 through 436 as discharge diagnoses (ICD-8 was used until 1986; ICD-9 has been used since 1987). The hospital records on these hospitalizations were reviewed by one of the authors (M.P.).

The diagnosis of a nonfatal MI was confirmed if at least 2 of the following criteria were fulfilled: (1) chest pain attack lasting ≥20 minutes or its equivalent (acute left ventricular failure, syncope), (2) development of ECG changes diagnostic or suggestive of MI, or (3) elevation of serum levels of cardiac enzymes.

The diagnosis of a nonfatal stroke was ascertained according to the World Health Organization criteria for stroke22; a neurological deficit observed by a physician and persisting ≥24 hours, without other diseases explaining the symptoms. Only hemorrhagic strokes, but not subarachnoid hemorrhage, were included in the diagnosis of stroke. Strokes occurring within 28 days after a hospital-verified MI were interpreted as secondary complications of MI and therefore excluded.

Statistical Methods

Data analyses were performed with SPSS 8.0 and SAS 6.12 software. Because of the skewed distribution of blood glucose and plasma insulin levels, as well as plasma triglycerides, these variables were logarithmically transformed for statistical analyses. Pearson correlation coefficients were calculated to examine the intercorrelations between risk factor variables. The Student 2-tailed $t$ test for independent samples, ANCOVA, or Mantel-Haenszel test was used for comparisons between groups, as appropriate.

Factor analysis was used to investigate intercorrelations between baseline risk factor variables and to reduce them into a smaller set of underlying uncorrelated factors. The basic assumption of factor analysis is that the identification of these hypothetical underlying factors can be used to explain complex phenomena. A successful factor analysis represents the relations among sets of variables parsimoniously; ie, the observed correlations are explained by as few factors as possible, and the factors can be meaningfully interpreted. In practice, factor analysis consists of 3 steps: (1) extraction of the
initial factors, (2) rotation of the factors, and (3) interpretation of the factors. Principal component analysis was used for the extraction of the initial factors. Principal component analysis transforms the original variables into a new set of uncorrelated components (initial factors) that account for the maximum proportion of the variance in the data, with each component being a linear combination of the original observed variables. The first principal component is the linear combination of variables that accounts for the largest proportion of variance in the data, and the second component is the combination that accounts for the next largest proportion, and so on. Only components with eigenvalues (the sum of the squared factor loadings, representing the variance attributable to each principal component) >1.0 were retained in the analysis. The initial factors (components) obtained in this way were then subjected to Varimax rotation, an orthogonal rotation, to facilitate their interpretation. The orthogonal rotation maintains the independence between the factors; ie, the correlation between factors remains zero. The proportion of variance explained by each factor is recalculated after rotation, because rotation reallocates the proportion of total variance explained by each factor. The interpretation of factors is based on factor loadings, equivalent to a Pearson correlation coefficient between each variable and each factor, and involves the identification of those variables for which the loading is strong on a particular factor. Each factor may then be named descriptively on the basis of variables with high loadings on it. Conventionally, variables with loadings ≥0.40 on a particular factor (sharing at least 15% of the variance with the factor) are used for its interpretation, although significant correlations (P<0.01) between other variables and the factor, corresponding to loadings ≥0.30, are also noted. Different sets of risk factor variables were entered into factor analysis. The largest set of 10 variables included BMI, subscapular skinfold, mean blood pressure, logarithmically transformed AUC insulin, logarithmically transformed triglycerides, and maximal O2 uptake as continuous variables and current smoking and leisure time physical activity as dichotomous variables. Missing values for maximal O2 uptake for 32 and current smoking and leisure time physical activity as dichotomous variables. BMI and subscapular skinfold were strongly correlated with AUC insulin and maximal O2 uptake (inversely), and were also correlated with AUC glucose, triglycerides, and mean blood pressure. AUC glucose and AUC insulin were strongly intercorrelated, and both were positively correlated with triglycerides and mean blood pressure and inversely correlated with maximal O2 uptake. As expected, cholesterol was positively correlated with triglycerides.

Of these 10 risk factor variables, the following 4 variables showed statistically significant correlations (P<0.01) with age: mean blood pressure (r=0.27), AUC glucose (r=0.17), AUC insulin (r=0.11), and maximal O2 uptake (r=−0.29). Therefore, we carried out factor analyses in 2 different ways: (1) by using risk factor variable data adjusted to the median age of the study cohort with the use of the univariate regression coefficient for each variable and (2) by using the data without age adjustment. The results obtained by these 2 approaches were virtually similar; therefore, the factor analysis results reported in the present study are based on the original, actually measured risk factor data.

We carried out factor analyses with different sets of variables. Factor analysis including all the 10 variables (Table 3), which can be accessed online http://atvb.ahajournals.org/cgi/content/full/20/2/538/DC1) yielded 3 factors, explaining 54.4% of the total variance: Factor 1, explaining 28.7% of the variance, comprised BMI, subscapular skinfold, AUC insulin, maximal O2 uptake, AUC glucose, mean blood pressure, and triglycerides. Because AUC insulin demonstrated loading on factor 1, it was named the insulin resistance factor. Factor 2 had strong loadings for cholesterol and triglycerides and was thus named the lipid factor. Smoking and leisure time physical activity demonstrated loadings on factor 3, with a negative loading for smoking; accordingly, we named this factor the lifestyle factor.

In our study population, cholesterol and smoking showed very little correlation with AUC insulin. Factor analysis excluding these variables produced only 2 factors (Table 3): Factor 1 was rather similar to the insulin resistance factor described above but with a stronger loading for triglycerides, and Factor 2 had a strong loading for physical activity. Maximal O2 uptake and physical activity correlated with AUC insulin, but traditionally, they are not considered to belong to the insulin resistance cluster. Exclusion of physical activity, leaving 7 variables, as well as further exclusion of
maximal $O_2$ uptake, leaving 6 variables considered to belong to the core components of IRS, resulted in only 1 factor.

Factor scores for the 3 factors obtained from factor analysis with 10 variables were entered into Cox models, in addition to age, to assess the predictive value of the factors with regard to the risk of CHD and stroke. Table 4 shows the age-adjusted hazard ratios and their 95% CIs for the 3 factors during 5-, 10-, 15, and 22-year follow-up periods. Factor 1, insulin resistance factor, was a statistically significant predictor of CHD risk during all follow-up periods, with some attenuation of the hazard ratio with lengthening follow-up time. With regard to the risk of stroke, the predictive value of insulin resistance factor was significant during 15 and 22 years of follow-up. Factor 2, lipid factor, was a significant predictor of CHD risk during all follow-up periods, with some attenuation of the hazard ratio with lengthening follow-up time. Lipid

### Table 1. Baseline Characteristics of Men Without or With CHD Event or Stroke or Both Events During the 22-Year Follow-Up

<table>
<thead>
<tr>
<th></th>
<th>Without Either CHD Event or Stroke</th>
<th>With CHD Event Only</th>
<th>With Stroke Only</th>
<th>With CHD Event and Stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n=755)</td>
<td>(n=145)</td>
<td>(n=51)</td>
<td>(n=19)</td>
</tr>
<tr>
<td>Age, y</td>
<td>46.4 ±7.5</td>
<td>49.9 ±7.0*</td>
<td>53.0 ±6.1*</td>
<td>52 ±6†</td>
</tr>
<tr>
<td>Height, cm</td>
<td>179 ±5</td>
<td>179 ±6</td>
<td>178 ±7</td>
<td>178 ±4</td>
</tr>
<tr>
<td>Weight, kg</td>
<td>83.8 ±10.5</td>
<td>83.9 ±11.2</td>
<td>87.4 ±12.2†</td>
<td>88.8 ±12.3‡</td>
</tr>
<tr>
<td>BMI, kg/m²</td>
<td>26.1 ±2.9</td>
<td>26.3 ±3.0</td>
<td>27.4 ±3.2†</td>
<td>28.0 ±3.7‡</td>
</tr>
<tr>
<td>Subscapular skinfold, mm</td>
<td>18 ±7</td>
<td>19 ±7</td>
<td>21 ±7*</td>
<td>22 ±6‡</td>
</tr>
<tr>
<td>Triceps skinfold, mm</td>
<td>10 ±4</td>
<td>10 ±4</td>
<td>11 ±4</td>
<td>11 ±4</td>
</tr>
<tr>
<td>Systolic blood pressure, mm Hg</td>
<td>134 ±17</td>
<td>141 ±21†</td>
<td>146 ±22†</td>
<td>142 ±20</td>
</tr>
<tr>
<td>Diastolic blood pressure, mm Hg</td>
<td>84 ±10</td>
<td>88 ±13*</td>
<td>91 ±11†</td>
<td>89 ±11</td>
</tr>
<tr>
<td>Mean blood pressure, mm Hg</td>
<td>101 ±11</td>
<td>106 ±15*</td>
<td>109 ±14*</td>
<td>107 ±14</td>
</tr>
<tr>
<td>Hypertension, % (No.)</td>
<td>21.1 (159)</td>
<td>34.5 (50)‡</td>
<td>39.2 (20)</td>
<td>36.8 (7)</td>
</tr>
<tr>
<td>Cholesterol, mmol/L</td>
<td>6.19 ±1.13</td>
<td>6.66 ±1.25*</td>
<td>6.33 ±0.93</td>
<td>6.27 ±0.85</td>
</tr>
<tr>
<td>Triglycerides, mmol/L</td>
<td>1.70 ±0.97</td>
<td>1.91 ±1.20†</td>
<td>1.91 ±0.96‡</td>
<td>1.95 ±1.14</td>
</tr>
<tr>
<td>Fasting glucose, mmol/L</td>
<td>4.9 ±0.5</td>
<td>5.0 ±0.5</td>
<td>4.9 ±0.4</td>
<td>5.0 ±0.5</td>
</tr>
<tr>
<td>1-h glucose, mmol/L</td>
<td>6.4 ±1.9</td>
<td>7.1 ±2.2†</td>
<td>6.8 ±2.0</td>
<td>7.1 ±2.2</td>
</tr>
<tr>
<td>2-h glucose, mmol/L</td>
<td>4.4 ±1.2</td>
<td>4.7 ±1.2†</td>
<td>4.7 ±1.2</td>
<td>4.8 ±1.5</td>
</tr>
<tr>
<td>AUC glucose, mmol · L⁻¹ · h⁻¹</td>
<td>11.0 ±2.3</td>
<td>11.9 ±2.8†</td>
<td>11.6 ±2.4</td>
<td>12.0 ±3.0</td>
</tr>
<tr>
<td>Fasting insulin, pmol/L</td>
<td>43 ±27</td>
<td>48 ±28‡</td>
<td>54 ±24†</td>
<td>53 ±36</td>
</tr>
<tr>
<td>1-h insulin, pmol/L</td>
<td>353 ±248</td>
<td>442 ±285*</td>
<td>442 ±316</td>
<td>417 ±265</td>
</tr>
<tr>
<td>2-h insulin, pmol/L</td>
<td>149 ±150</td>
<td>184 ±151†</td>
<td>228 ±228†</td>
<td>208 ±257</td>
</tr>
<tr>
<td>AUC insulin, pmol · L⁻¹ · h⁻¹</td>
<td>449 ±304</td>
<td>558 ±337*</td>
<td>583 ±417†</td>
<td>547 ±389</td>
</tr>
<tr>
<td>Current smokers, % (No.)</td>
<td>42.8 (323)</td>
<td>54.5 (79)†</td>
<td>45.1 (23)</td>
<td>63.2 (12)</td>
</tr>
<tr>
<td>Physically active in leisure time, % (No.)</td>
<td>34.8 (263)</td>
<td>33.1 (48)</td>
<td>25.5 (13)</td>
<td>36.8 (7)</td>
</tr>
<tr>
<td>Maximal $O_2$ uptake, mL · min⁻¹ · kg body wt⁻¹</td>
<td>35.8 ±8.6</td>
<td>33.7 ±7.1</td>
<td>32.8 ±6.9</td>
<td>34.1 ±6.6</td>
</tr>
</tbody>
</table>

Values are mean ±SD and percentages, with number of subjects in parentheses.

*P<0.001, †P<0.01, and ‡P<0.05 by t test for age and by ANCOVA or Mantel-Haenszel test for other variables, with adjustment for age.

### Table 4. Age-Adjusted Hazard Ratios and 95% CIs for 3 Factors Obtained by Using 10 Variables With Regard to Risk of CHD and Stroke During Different Follow-Up Periods

<table>
<thead>
<tr>
<th>Follow-Up Time</th>
<th>5 y</th>
<th>10 y</th>
<th>15 y</th>
<th>22 y</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=28</td>
<td>1.56 (1.08–2.26)</td>
<td>1.45 (1.14–1.84)</td>
<td>1.39 (1.14–1.69)</td>
<td>1.28 (1.10–1.50)</td>
</tr>
<tr>
<td>Factor 1</td>
<td></td>
<td>1.70 (1.19–2.44)</td>
<td>1.66 (1.32–2.10)</td>
<td>1.56 (1.29–1.88)</td>
</tr>
<tr>
<td>Factor 2</td>
<td>0.94 (0.64–1.38)</td>
<td>0.76 (0.59–0.98)</td>
<td>0.81 (0.66–0.99)</td>
<td>0.87 (0.74–1.01)</td>
</tr>
<tr>
<td>Stroke</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=7</td>
<td>1.62 (0.79–3.35)</td>
<td>1.44 (0.94–2.23)</td>
<td>1.64 (1.16–2.31)</td>
<td>1.64 (1.29–2.08)</td>
</tr>
<tr>
<td>Factor 1</td>
<td>0.89 (0.41–1.93)</td>
<td>1.21 (0.78–1.86)</td>
<td>1.08 (0.77–1.54)</td>
<td>1.18 (0.93–1.49)</td>
</tr>
<tr>
<td>Factor 2</td>
<td>1.01 (0.46–2.22)</td>
<td>0.66 (0.41–1.06)</td>
<td>0.76 (0.52–1.10)</td>
<td>0.85 (0.66–1.09)</td>
</tr>
</tbody>
</table>

n indicates number of events. 95% CIs are in parentheses.
factor showed no significant relation to the risk of stroke. Factor 3, lifestyle factor, was a statistically significant predictor of reduced CHD risk during 10 and 15 years of follow-up.

The association of insulin resistance factor with the risk of CHD and stroke was further explored by calculating Kaplan-Meier survival curves for remaining free of CHD and stroke during the 22-year follow-up by tertiles of insulin resistance factor score (Figure). The proportion of men remaining free of CHD and stroke was significantly smaller in the highest insulin resistance factor tertile than in the 2 lower tertiles.

The single insulin resistance factor obtained from the factor analysis with only 6 variables predicted significantly both the risk of CHD and stroke over the 22-year follow-up in the Cox model analyses, adjusting for age, cholesterol, smoking, physical activity, and maximal O2 uptake. The hazard ratios for the 22-year follow-up were 1.48 (95% CI 1.23 to 1.77) with regard to CHD risk and 2.02 (95% CI 1.54 to 2.66) with regard to stroke risk.

Repeating all the analyses after the exclusion of 23 men taking diuretics did not change the results (data not shown).

Because our study population included men with mild abnormalities of glucose tolerance, we also carried out factor analyses in the subset of 891 men who were strictly normoglycemic according to combined World Health Organization and American Diabetes Association criteria. The factors obtained were virtually similar to those obtained in the entire study population. For insulin resistance factor, obtained from factor analysis with 10 variables, the age-adjusted hazard ratios over 22 years were 1.24 (95% CI 1.05 to 1.46) with regard to CHD risk and 1.75 (95% CI 1.36 to 2.26) with regard to stroke risk.

Discussion

Our 22-year prospective study on healthy middle-aged Helsinki policemen demonstrated that insulin resistance factor, either obtained from a factor analysis including 10 potential risk factors for CHD and stroke or from a factor analysis including only 6 core risk factor variables of IRS, was a statistically significant predictor of the risk of both CHD and stroke. With regard to CHD risk, our findings accord with those recently reported from a prospective study involving elderly nondiabetic Finnish subjects; insulin resistance factor identified by factor analysis predicted the 7-year risk of CHD events in men but not in women.

One of the starting points of the present study was that the results of conventional multivariate analyses of the 22-year follow-up data from the Helsinki Policemen Study concerning the association of hyperinsulinemia with the risk of CHD and stroke were different: hyperinsulinemia predicted the risk of CHD independently of other risk factors, whereas the association between hyperinsulinemia and the risk of stroke became nonsignificant after adjustment for other risk factors, particularly indices of obesity. The aim of factor analysis is to identify common factors underlying the intercorrelations between risk factor variables. The resulting factors, after orthogonal rotation, are uncorrelated. The use of insulin resistance factor score in the prediction of CHD and stroke risk avoids the problem of overadjustment arising in conventional multivariate analyses. Thus, the findings of the present study are compatible with the view that the associations of hyperinsulinemia and the associated risk factor cluster to the risk of CHD and stroke are largely similar. Analysis of the 22-year CHD and stroke risk by tertiles of the insulin resistance factor score showed that the excess risk of both CHD and stroke was confined to the highest tertile.

Our factor analysis including 10 potential risk factors for CHD and stroke produced 3 factors. The principal factor was insulin resistance factor, with strong loadings for BMI, subscapular skinfold, composite insulin and glucose variables (AUC insulin and AUC glucose), and maximal O2 uptake (inverse loading) and somewhat lesser loadings for mean blood pressure and triglycerides. The 2 subsidiary factors were lipid factor, with strong loadings for cholesterol and triglycerides, and lifestyle factor, with a strong positive loading for leisure time physical activity and a strong inverse loading for smoking. Factor analyses reducing the number of risk factor variables stepwise toward core components of IRS yielded only 1 factor, insulin resistance factor, which was very similar to the corresponding factor obtained with 10 risk factor variables.

Maximal O2 uptake measured in an exercise test showed a strong inverse correlation with AUC insulin and a strong loading on the insulin resistance factor. These findings are in accordance with studies demonstrating a strong relation between maximal O2 uptake and insulin sensitivity measured by the euglycemic clamp or the minimal model method. Interestingly, in factor analysis, exclusion or inclusion of maximal O2 uptake had no substantial impact on the loadings of other variables on insulin resistance factor.

Several other studies have applied factor analysis to examine risk factor clustering in IRS in nondiabetic subjects. These studies have included men and women of different ages and from different ethnic groups. Some studies have used only risk factor variables proposed to be components of IRS, whereas other studies have also used a wider set of risk factor variables. Despite these differences, in all studies except one, the principal factor explaining the largest amount of the total variance in the data has been a factor with strong loadings for obesity and insulin variables. With 2 exceptions, glucose variables have also shown significant loadings on this principal factor. With regard to the 2 lipid variables (triglycerides and HDL cholesterol) associated with insulin, the results have not been uniform: both triglycerides and HDL cholesterol showed loadings on the principal factor in 2 studies; triglycerides but not HDL cholesterol showed loadings on the principal factor in another study; and these lipid variables failed to load on the principal factor.
in other studies. Although elevated blood pressure belongs to the original concept of IRS, none of the previous studies found a significant loading for blood pressure on the principal factor.

Previous studies examining the putative risk factors variables of IRS have resulted in the identification of 2 to 4 separate factors. The factors identified, in addition to the principal factor, have been named according to the variables characterizing them as follows: insulin/glucose (impaired glucose tolerance) factor, lipid (dyslipidemia) factor, and blood pressure factor. In 3 of the 4 studies producing a separate insulin/glucose or impaired glucose tolerance factor, both fasting and postload glucose and insulin values were included in the factor analysis. When we performed factor analyses of our baseline risk factor data by entering fasting and 2-hour postload glucose and insulin variables instead of AUC glucose and AUC insulin, fasting and 2-hour insulin remained loaded on the principal factor, but a separate insulin/glucose factor emerged, characterized by strongest loadings for 2-hour glucose and insulin and somewhat lesser loadings for fasting glucose and insulin. In all the 4 studies producing a separate blood pressure factor, highly intercorrelated systolic and diastolic blood pressure values were both entered in factor analyses. In our factor analyses, we used a single blood pressure variable, mean blood pressure, which combines information from both systolic and diastolic blood pressure, and found that this blood pressure variable showed loading on the principal factor. We also carried out factor analyses entering both systolic and diastolic blood pressure values, and these analyses produced a separate blood pressure factor. The results of our analyses with different sets of glucose, insulin, and blood pressure variables emphasize that one of the limitations of factor analysis is its sensitivity to the variables included.

With one exception, previous factor analyses including putative IRS risk factor variables produced a separate lipid factor with strong loadings for triglycerides and HDL cholesterol. In the present study, triglycerides showed a moderately strong loading on the single factor that was obtained by using the 6 putative variables of IRS. Our baseline study protocol did not include HDL cholesterol measurement; therefore, the possible contribution of HDL cholesterol to IRS in our study population remains unknown.

Because our study population included only men, our findings cannot be generalized to women. In the only other prospective study that used factor analysis, the study on elderly nondiabetic Finnish subjects, insulin resistance factor predicted CHD risk in men but not in women. Further prospective studies that use factor analysis and in which both sexes are included will be of interest, because studies of the relation between hyperinsulinaemia and the risk of atherosclerotic disease have suggested that hyperinsulinaemia may be a less important risk factor in women than in men. The identification of several underlying factors in previous factor analyses of IRS has been interpreted to mean that the etiology of IRS may be heterogeneous: ie, insulin resistance, reflected by hyperinsulinaemia, alone may not underlie all features of the syndrome. However, the unifying feature of the results of all factor analyses of IRS, including ours, is the characterization of the principal factor by obesity, its central distribution, and hyperinsulinaemia, implying that these characteristics belong to the core of the syndrome. In contrast to other studies, our factor analysis including proposed components of IRS yielded only 1 factor; thus, our results would even be compatible with the possibility that there would be a single underlying cause for this cluster of risk factors. This underlying cause could be insulin resistance itself.

Insulin resistance and the associated cluster of risk factors have been shown to predict the development of non–insulin-dependent diabetes; therefore, it could be argued that impaired glucose tolerance would be the mechanism explaining the association we found between the clustering of IRS and the risk of CHD and stroke. Our findings, however, do not support this hypothesis; the results of factor analyses in strictly normoglycemic men were similar to those obtained in the entire study population, and the predictive value of the factors with regard to CHD and stroke remained essentially unchanged.

Our finding that risk factor clustering of IRS predicts both CHD and stroke is compatible with at least 2 different interpretations. First, the increased risk of these 2 manifestations of atherosclerotic disease in subjects with high insulin resistance factor scores may reflect a combined effect of different risk factors forming this cluster. Second, it is possible that insulin resistance itself or some unidentified factor leading to insulin resistance and hyperinsulinaemia may enhance the development of atherosclerosis. Indeed, there is cross-sectional evidence that insulin resistance measured by direct methods is associated with ultrasonographically assessed thickening of arterial walls and angiographically documented coronary atherosclerosis, or a composite score for systemic atherosclerosis. In those studies, the association between insulin resistance and atherosclerosis has appeared to be, at least in part, independent of risk factors belonging to IRS. Furthermore, a small prospective study in healthy nonobese subjects has demonstrated a marked increase of clinical cardiovascular disease events in subjects belonging to the most insulin-resistant tertile.

In conclusion, factor analyses of the baseline data of healthy middle-aged Helsinki policemen resulted in the identification of a distinct factor characterized by core components of IRS. This factor predicted the risk of both CHD and stroke during the 22-year follow-up.
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